
Cyber Alert by Detective Guru: Beware of AI Voice Cloning Scams!

Cybercriminals are now using AI to clone voices -- including your loved ones -- to trick you into

sending money or sharing private information.

How It Works:

1. Scammers collect a few seconds of someone's voice from social media or calls.

2. They use AI tools to create a fake voice message or live call that sounds exactly like your family

member or friend.

3. You receive a call like: "I'm in trouble, please send money quickly."

4. In panic, many people send money or OTPs -- without verifying.

How to Stay Safe:

- Don't trust voice alone -- always call back on the original number.

- Set up a family code word only you and your loved ones know.

- Avoid oversharing personal audio or video online.

- Educate elderly family members -- they're often targeted first.

If you are a victim:

Report at: https://www.cybercrime.gov.in

Call the National Cyber Helpline: 1930

The voice may sound real -- but the threat is even more real.
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